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Introduction
Following high level description of gradient and mirror descent, it is useful
to pause and observe the complementary nature of the two procedures. Can
Gradient Descent and Mirror Descent be combined to obtain faster first-order
algorithms? In this research, I initiate the formal study of this key concep-
tual question due to Allen-Zhu and Lorenzo Orecchia work (see in ℎ𝑡𝑡𝑝𝑠 :
//𝑎𝑟𝑥𝑖𝑣.𝑜𝑟𝑔/𝑝𝑑𝑓/1407.1537𝑣4.𝑝𝑑𝑓). The purpose of my work was to check
the Linear Coupling method for solving the problem of quadratic optimization
min
𝑥∈R𝑛

1
2⟨𝐴𝑥, 𝑥⟩ − ⟨𝑏, 𝑥⟩ with positive definite symmetric matrix 𝐴, which has

exact solution 𝑥* = 𝐴−1𝑏.

Gradient and Mirror Descents
Consider a function 𝑓 (𝑥) that is a convex and differentiable on a closed convex
set 𝑄 ⊂ R𝑛 and assume that 𝑓 is 𝐿− 𝑠𝑚𝑜𝑜𝑡ℎ (or has 𝐿-Lipschitz continuous
gradient) with respect to || · || that is

||∇𝑓 (𝑥)−∇𝑓 (𝑦)|| ≤ 𝐿||𝑥− 𝑦||, ∀𝑥, 𝑦 ∈ 𝑄.

In particular, when || · || = || · ||2 is the 𝑙2-norm and 𝑄 = R𝑛 is unconstrained,
the gradient step can be simplified as 𝐺𝑟𝑎𝑑(𝑥) = 𝑥− 1

𝐿∇𝑓 (𝑥).

We say that 𝑤(𝑥) : 𝑄 → R is a distance generating function (DGF), if 𝑤
is 1-strongly convex with respect to || · ||, or in symbols

𝑤(𝑦) ≥ 𝑤(𝑥) + ⟨∇𝑤(𝑥), 𝑦 − 𝑥⟩ + 1

2
||𝑥− 𝑦||2 ∀𝑥 ∈ 𝑄 ∖ 𝜕𝑄, ∀𝑦 ∈ 𝑄.

Accordingly, the Bregman divergence (or prox-term) is given as

𝑉𝑥(𝑦)
def
= 𝑤(𝑦)− ⟨∇𝑤(𝑥), 𝑦 − 𝑥⟩ − 𝑤(𝑥) ∀𝑥 ∈ 𝑄 ∖ 𝜕𝑄, ∀𝑦 ∈ 𝑄.

Common examples of DGFs include 𝑤(𝑦) = 1
2||𝑦||

2
2, which is strongly convex

with respect to the 𝑙2-norm over any convex set 𝑄, and the corresponding
𝑉𝑥(𝑦) = 1

2||𝑥 − 𝑦||22. The mirror (descent) step with step length 𝛼 can be
described as

̃︀𝑥 = 𝑀𝑖𝑟𝑟𝑥(𝛼∇𝑓 (𝑥)) where 𝑀𝑖𝑟𝑟𝑥(𝜉)
def
= 𝑎𝑟𝑔𝑚𝑖𝑛𝑦∈𝑄

{︁
𝑉𝑥(𝑦)+⟨𝜉, 𝑦−𝑥⟩

}︁
In case 𝑄 = R𝑛, 𝑉𝑥(𝑦) =

1
2||𝑥− 𝑦||22 we will have

𝑀𝑖𝑟𝑟𝑥(𝛼∇𝑓 (𝑥)) = 𝑥− 𝛼∇𝑓 (𝑥).

Main idea
It is desirable to design an algorithm that, in every single step 𝑘, performs 𝑏𝑜𝑡ℎ
a gradient and a mirror step, and ensures that the two steps are linearly coupled.
In particular, we consider the following steps: starting from 𝑥0 = 𝑦0 = 𝑧0, in
each step 𝑘 = 0, 1, . . . , 𝑇 − 1, we first compute 𝑥𝑘+1 = 𝜏𝑧𝑘 + (1− 𝜏 )𝑦𝑘 and
then

∙ perform a gradient step 𝑦𝑘+1 = 𝐺𝑟𝑎𝑑(𝑥𝑘+1), and

∙ perform a mirror step 𝑧𝑘+1 = 𝑀𝑖𝑟𝑟𝑧𝑘

(︁
𝛼∇𝑓 (𝑥𝑘+1)

)︁
.

According to Allen-Zhu and Lorenzo Orecchia:

∙ 𝛼 will be determined from the mirror-descent analysis, we will use 𝛼𝑘+1 =
𝑘+2
2𝐿 and

∙ 𝜏 will be determined as the best parameter to balance the gradient and mirror
steps, we will use 𝜏𝑘 = 2

𝑘+2.

Algorithm

Our function 𝑓 (𝑥) = 1
2⟨𝐴𝑥, 𝑥⟩ − ⟨𝑏, 𝑥⟩ with positive definite symmetric matrix

𝐴 has Lipschitz constant 𝐿 = ||𝐴||2 = 𝜆𝑚𝑎𝑥(𝐴) for 𝑙2-norm, so after using

mirror step 𝛼𝑘+1 =
𝑘+2
2𝐿 we will have algorithm:

Algorithm 1: AGM(𝐴, 𝑏, 𝑥0, 𝑇 )

Input: positive definite symmetric matrix 𝐴 ∈ R𝑛×𝑛; vector 𝑏 ∈ R𝑛;
𝑥0 ∈ R𝑛 some initial point; and T the number of iterations.

Output: 𝑦𝑇 such that 𝑓 (𝑦𝑇 )− 𝑓 (𝑥*) ≤ 2||𝑥0−𝑥*||22𝐿
𝑇 2 .

1 𝐿 = 𝜆𝑚𝑎𝑥(𝐴);

2 𝑦0 = 𝑥0;

3 𝑧0 = 𝑥0;

4 for 𝑘 = 0 to 𝑇 − 1 do

5 𝛼𝑘+1 =
𝑘+2
2𝐿 ;

6 𝜏𝑘 = 2
𝑘+2;

7 𝑥𝑘+1 = 𝜏𝑘𝑧𝑘 + (1− 𝜏𝑘)𝑦𝑘;

8 𝑦𝑘+1 = 𝐺𝑟𝑎𝑑(𝑥𝑘+1) = 𝑥𝑘+1 −
∇𝑓 (𝑥𝑘+1)

𝐿 ;

9 𝑧𝑘+1 = 𝑀𝑖𝑟𝑟𝑧𝑘

(︁
𝛼𝑘+1∇𝑓 (𝑥𝑘+1)

)︁
= 𝑧𝑘 − 𝛼𝑘+1∇𝑓 (𝑥𝑘+1);

10 return 𝑦𝑇 .

Comparing with other 1-order methods
We compared this method with 3 other on this task: coupling with one compo-
nent and some random components in the next step and the Fastest Descent.
All methods started with the same initial point 𝑥0 = 0; the matrix 𝐴 was gen-
erated with the help of the 𝐿𝐷𝐿𝑇 -decomposition. The result was shocking:
the Linear Coupling works much faster then the Fastest Descent.

Is the Linear Coupling really as fast as it should
be?
Our next task was to test the rate of convergence in practice of our method
on a given problem, taking into account that the exact solution 𝑥* = 𝐴−1𝑏
is known. For this we generate random matrix 𝐴 and then generate vector
𝑥0 and vector 𝑥 = 𝑥0 − 𝑥* with definite 𝑙2-norm 𝑀 some times. After that
we run our method from the initial point 𝑥0 with vector 𝑏 = 𝐴𝑥* each time.
Our purpose was to compare the practical dependence 𝑓 (𝑥𝑖𝑡𝑒𝑟)− 𝑓 (𝑥*) on the

iteration number 𝑖 and theoretical maximum value
2||𝑥0−𝑥*||22𝐿

𝑖𝑡𝑒𝑟2
= 2𝑀 2𝐿

𝑖𝑡𝑒𝑟2
for each

inital points 𝑥0. The result was positive - the graph shows that the inequality
is carried out for all 5 cases and all iterations 𝑖𝑡𝑒𝑟.

Conclusion
Thus, we can conclude that on this problem the proposed method works better
than all the first-order methods considered. In the future it will be necessary
to find out why the Nondeterministic Linear Coupling has proved so ineffective
for solving this problem and whether there are other problems in which it would
make sense to apply it.
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